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INTRODUCTION 

      The difference between Linear regression and Multiple Linear regression methods is at number of 

independent variables (parameters). Not always every result depends on only one thing. Therefore, 

Multiple Linear regression method is more effective than Linear regression.  For example, in 

automobile industry, each details of a car can be made different technology and company. As well as, 

each detail can have various quality and material. That is why, every car obviously has different price. 

And this can bring the issue that calculate the price of a car not easily. Not only in automobile industry 

but also any manufacturer company has this kind of problem in today`s world. Agriculture also has 

such kind of problems. One of them is prediction crop yield for next year or next seasons.   Especially, 

it is the most important thing in  countries that rely on agriculture. Because in agriculture major there 

are so many different parameters that impact on crop yield. The weather, rainfall, amount of minerals 

that is given by farmers can be example for it. Due to the process of calculating is complicated we have 

clear and real dataset about crop yield of the last years. There are several steps from data collection to 

prediction. These steps are illustrated in this diagram [2]: 

 
Figure 1. Steps from data collection to prediction. 

 

In the first step, Agricultural Dataset is collected by domain scientists. Crop prediction with this 

proposed system developed with only by using soil properties such as micro; macro nutrients Ec 

(electrical conductivity), pH ( acidity) values as input or independent features and suggested crop as 
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output or dependent features. The abovementioned soil properties is collected from a soil lab. Dataset 

consists of nearly 1600 samples. The dataset is analyzed before generating a model. 

Next step consists of Data Preprocessing. Finding correlation among features: The study of data reveals 

the nature of data as numerical data. The correlation values ranges from -1 to +1; the correlation value 

of a feature which is near to -0.01 to +0.01 can be dropped since it denotes the value is equal to zero 

which mean there is no correlation. In this dataset the features such as N, P, Na, Zn and B were 

removed for crop prediction.  

Third stage includes finishing processed dataset. It is called also dataset scaling. The dataset is 

examined to find out the range of the feature it is found that the values differ their exits no uniformity; 

with this; it is not possible to generate a correct model. A solution is to scale all the values in a 

predefined range which is nothing but -1 to +1. The above step called scaling and it is implemented 

with the help of Standard Scalar a pre processing function in sklearn. The code is as follows. For this 

process Python has some specific libraries (figure 2).  

 
Figure 2. Import and usage Data scaling library in Python. 

Next stage in this process is training machine and testing accuracy prediction with dependent variables 

. First of all predicting was had to observe  that program based on algorithm analyses the given data 

(dependent and independent variables) and tries to predict new value of function  for next season. In 

order to do it we need Gradient Descent to approach to result. And for calculating Gradient Descent 

also need Cost function. As a Cost function we chose MSE (Mean Square Error) function for Multiple 

Linear Regression algorithm [3]. 

                                                     
 

  
∑      )    )

  
                         (1) 

m – number of data in dataset, 

i – index of data in dataset, 

f(x) – prediction value of function in i-index, 

y – dependent variable in i-index. 

The purpose of Gradient Descent is minimizing Cost function. Because of this, we work on MSE. As 

we know, in order to minimize the function we have to find the coefficients that approaching minimum 

value of this function.   

As well as, the theory of Regression method is had to learnt before the main process. First and foremost 

method in statistics is linear regression. This method is very useful for one parameter problems such as 

tuition fee in education, taxes in economics, price of raw materials and so on. The mathematical 

equation representation for the same is: 

                                                                                                   (2) 

where y is the predicted output, x is the input variable, b is the slope and a is the bias. The above idea 

can be extended to multiple linear regression where more than one input features which produces single 
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output feature. This method is usually used for complicated problems in marketing, economics, tax 

system.  

The mathematical representation of multiple linear regression is:  

                                                                                                 (3) 

 A neural network model can be created by calculating Weights and bias value at each and every node . 

The layer consists of various nodes, layers are classified in to input, hidden and output layers. Inputs 

are multiplied with weights of the node to form a summation of the activation function . The activation 

is a transformation function that may be a linear or non-linear, applied to every input before it gets 

transferred to the next layer or to the output layer [1,12]. After that we can define the Cost function 

with coefficients: 

                                            
 

  
∑       
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  )        

  ))     ))  
                (4) 

n – number of columns. Data in dataset generate vectors m x n ( m – rows number, n – columns 

number). 

In (4) formula there are have n coefficients and they are: 

B = [                – saved as a vector 

Based on the rule of Gradient Descent we take a one order derivative and generate these formulas: 
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Using formulas above all coefficients are updated like: 
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      In each epoch all coefficients are updated and calculate predict. After that program calculates the 

Cost function and check the accuracy, if MSE value is small number to dependent value in dataset, then 

predict the result. Now we can pass back the Agriculture major for application of Multiple Linear 

Regression in this sphere. 

For the beginning training all libraries are imported: 

 
Then dataset is uploaded: 

 
Next stage includes visualization: 

 

Above code provide us coordinate of data (figure 3). 
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Figure 3. The location of each data. 

All vector’s columns and rows are defined in dataset. And also we need to train machine by data 

through Python code: 

 

After training all coefficient take value and we can predict now.  
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Figure 4. 3D visualization about the difference between prediction for existing value and dataset value. 

However, we have to know accuracy level, and try to find it though MSE and MAE (Mean Absolute 

Error). 

 

 

CONCLUSION 

     Multiple Linear Regression method gives us efficiency in so many majors in order to predict the 

value in future. Especially, in agriculture we can use this method as an algorithm to find the result for 

next season. Of course, for it we need clear dataset and optimal program. There are so many 

programming languages in today`s technology-focused world but Python is so beneficial for Data 

Science and Artificial Intelligence. I have to say there are effective libraries for data analysis to develop 

the prediction program. And I used such kind of libraries to construct my project. I illustrate the theory 

of Linear Regression, Multi Linear Regression and also its implementation in agriculture.  For instance, 

In Asian countries rely on Agriculture to survive. Because of this, I think this kind of articles and 

researches are more and more important. 
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